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Chapter 14
LITERACY LEVELS AND THE 80 PERCENT RESPONSE PROBABILITY

CONVENTION

Andrew Kolstad, National Center for Education Statistics

As described in the preceding chapter of this report, the 1992 National Adult Literacy Survey employed a

response probability convention of 80 percent to locate literacy tasks on the three literacy scales, and then

used the locations of the tasks to set boundaries between the literacy levels. Many users of this survey do

not realize how sensitive the basic survey findings are to small variations in the response probability

convention. If an alternative response probability convention were to be used to locate literacy tasks on the

scale, the boundaries between the literacy levels would shift.

The initial survey findings reported that large proportions of adults perform in Levels 1 and 2 on

the three literacy scales, and that such adults were at risk due to their limited literacy skills. Nevertheless,

most adults in Levels 1 and 2 reported that they could read and write English “well” or “very well.” Stitch

and Armstrong (1994) were the first to point out that the 80 percent response probability criterion used in

the adult literacy survey could be a possible source of the reported gap between performance and

perception.

This chapter explores the importance of the response probability convention in reporting prose

literacy results from the 1992 National Adult Literacy Survey. The chapter will show that raising or

lowering the response probability convention would distribute the population differently across the five

levels of literacy. However, such changes would not mean that adults have more literacy skills than

previously reported. The true literacy proficiencies of the population remain as reported. What would

change is the line that separates those who are classified as “able to do” the literacy tasks and those who

are not. The response probability convention influences how the results are interpreted, not how well adults

perform on the assessment.

The following sections of this chapter describe the prose literacy tasks and their characteristics; the

use of item mapping to anchor the prose literacy scale by locating specific tasks along it (using a response

probability convention); the need for a response probability convention; the relationship of the response

probability convention to the cut points between the literacy levels; and the variation in the proportions of

the adult population reported to be in each prose literacy level as a function of the response probability

convention. The final part of the paper discusses a few implications of the findings.
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14.1 PROSE LITERACY TASKS AND THEIR CHARACTERISTICS

The results of this investigation are based on survey responses and assessment data from the 1992 National

Adult Literacy Survey, supplemented with task-specific data developed by Mosenthal and Kirsch that

served as the basis of the literacy levels (see Chapter 13). The 1992 National Adult Literacy Survey

included 165 literacy tasks, of which 41 were used to measure prose literacy. A typical adult in the survey

responded to 11 prose literacy tasks—not enough to measure any particular adult’s prose literacy skills

with any accuracy, but with a large sample, the 41 litaracy tasks are enough to estimate the distribution of

prose literacy skills in the adult population. Only two of the prose literacy tasks were multiple-choice

items, while the remainder were answered with a word, phrase, or a few short sentences. All were scored

as right or wrong, with no partial credit allowed.

The assessment tasks in the survey were designed to measure prose literacy as a unidimensional

scale. Ideally, one ought to be able to predict with a good deal of accuracy the pattern of right and wrong

answers to the prose literacy tasks in the assessment from a person’s score on the prose literacy scale.

Success with prose tasks would also be cumulative. Once any particular skill is mastered, any task needing

that skill could be performed correctly. As described in Chapter 9, the 1992 National Adult Literacy

Survey used item response theory (IRT) to model the relationship between proficiency—an unobservable

variable that is estimated from the responses to many test questions—and correct responses to any

particular test question (Lord and Novick, 1968). A feature of such models that provides some realism is

that the likelihood of a correct response does not jump immediately from zero to one at some point along

the proficiency scale, but rises more gradually as a function of proficiency.

If a real literacy task had a high enough discrimination parameter, its item characteristic curve

(ICC) would look like a step-function. Test developers try to create tasks that vary in their difficulty and

have the highest possible discrimination parameters, but they do not achieve this kind of perfection. Figure

14-1 displays three item characteristic curves representing hypothetical literacy tasks. Here, the vertical

axis represents the probability of a correct response, while the horizontal axis represents the score on the 0-

to-500 prose literacy scale. The 1992 National Adult Literacy Survey associated each literacy task with the

point on the scale at which an adult would have an 80 percent chance of success with that task. The other

horizontal guidelines in the figure (equal to .20, .35, .50, and .65) are presented for comparative purposes,

as discussed below. What this figure reveals is that as proficiency increases, so does the likelihood of a

correct response to each item.

In Figure 14-1, the ICC of the literacy task on the left was generated by a hypothetical IRT

function with its discrimination parameter set high enough to approximate a step function (a = 50), while

the one on the right was generated by a hypothetical IRT function with a discrimination parameter set
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equal to the highest value that actually occurred among any of the 165 literacy tasks (a = 2.16). With the

task on the left, the boundary between success and failure is very narrow. The probability of success

changes from zero to one within a range of about 5 points on the literacy scale. With the task on the right,

the boundary between success and failure on this task is more broad. Anyone with a prose literacy score in

the range between roughly 250 and 350 has a probability of success that (after rounding) is neither zero nor

one. In this range, success or failure with such a task is not a certainty. Yet this task discriminated better

than any other.

Figure 14-1: Three hypothetical tasks of varying discrimination (and difficulty)

An average prose literacy task from the 1992 National Adult Literacy Survey did not discriminate

as well as the best task shown in Figure 14-1. To illustrate performance on an average prose literacy task,

Figure 14-2 below presents a hypothetical ICC with average values of both discrimination and difficulty,

based on the tasks actually used in the 1992 National Adult Literacy Survey. The intersections between the

horizontal guidelines (at probabilities of .20, .35, .50, .65, and .80) and the item characteristic curve locate

points on the prose literacy scale. These are the points at which prose proficiency is sufficient to achieve

these probabilities of success on this hypothetical task.

What Figure 14-2 reveals is that as proficiency increases, so does the likelihood of a correct

response. Typically this increase is gradual. The 1992 National Adult Literacy Survey associated each

literacy task with the point on the scale at which an adult would have an 80 percent chance of success with

that task. For an average prose task, a proficiency score of at least 269 would be needed to predict success

with the 80 percent response probability adopted as a standard by the 1992 National Adult
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Figure 14–2: Hypothetical prose literacy task with average difficulty and discrimination

Literacy Survey. Proficiency scores below 269 indicate less than an 80 percent likelihood of success. Still,

scores greater than 225 indicate an expectation for performance that is more often than not successful (i.e.,

greater than 50 percent). If the standard for associating items with the scale were set at 35 percent, an

average task would be associated with a score of 205 or more. The score associated with any given literacy

task can vary greatly, depending on the response probability adopted as the standard.

The item characteristic curves for 34 of the prose literacy tasks in the National Adult Literacy

Survey are displayed in Figure 14-3. (The 7 left out would have been near the middle in difficulty and

were omitted to keep the figure legible.) The ICCs are spread along the horizontal axis by empirical

differences in their “difficulty.” The more difficult a task, the smaller the likelihood of a correct answer at

every point along the proficiency scale.

While the entire curve can be thought of as describing the difficulty of a task, simpler measures of

task difficulty are often useful for summary purposes. The “difficulty parameter” in a 3-parameter IRT

model indicates the point at which the item characteristic curve changes inflection and discriminates small

differences in proficiency best. When it is not possible to guess the correct answer from a short list of

options, this “difficulty parameter” corresponds to a 50 percent chance of success on the task. The 1992

National Adult Literacy Survey used a different measure of task difficulty—the scale score associated with

reaching a response probability of 80 percent. The “RP80 difficulty” is represented graphically in Figure

14-3 by the point at which the .80 horizontal guideline intersects each ICC curve.
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Figure 14–3: Item characteristic curves of 34 prose literacy tasks

In a 1-parameter IRT model, the ICCs are parallel, but the 1992 National Adult Literacy Survey

used a 3-parameter IRT model to improve the fit of the model to the data. As a result, the ICCs in Figure

14-3 are not parallel curves. Taking a horizontal section of the ICCs at a different response probability,

such as the .50 guideline shown in the figure, would produce a somewhat different ordering of tasks in

terms of their “RP50 difficulty.”

14.2 THE NEED FOR A RESPONSE PROBABILITY CONVENTION

If the slope of the item characteristic curves was vertical, it would be easy to interpret points along the

prose literacy scale in term of the tasks that people at or above that point could do. The skill difference

between success and failure to perform a specific task would be small. In reality, however, assessment

tasks often do not provide such an absolute indication of proficiency. The improvement in performance on

any given task with prose literacy is gradual, not sudden. The issue of selecting a particular value for a

desired response probability arises because the slope of the item characteristic curve is less than vertical.



WORKING PAPER

372

In the early 1980s, the National Assessment of Educational Progress (NAEP), which assesses

school-aged children, developed a method of scale anchoring in order to provide descriptions of the kinds

of things students know and can do at selected ranges along the NAEP proficiency scales (Beaton, 1987).

Anchoring is a way to describe, in general terms, those particular assessment items at selected points along

the proficiency scales for which students can succeed at least a certain percentage of the time, and for

which those at the next lowest point are less successful. This procedure relies on a response probability

convention. The IRT model’s “difficulty parameter” roughly corresponds (except for multiple-choice

questions) to a response probability convention of 50 percent. If the convention were set here, those above

the boundary would be more likely to get an item right than get it wrong, while those below that boundary

would be more likely to get the item wrong than right. This convention, however, was rejected and a

response probability criterion of 80 percent (RP80) was chosen, in order to ensure that students above this

criterion would have a sufficiently high probability of success on individual items.

The 1985 Young Adult Literacy Assessment was conducted as a part of NAEP, and included one

of the 1984 NAEP reading assessment blocks. In order to anchor the literacy scales, the ETS analysts

carried over the NAEP RP80 criterion for its reporting (Kirsch, Jungeblut, and others, 1986). The RP80

criterion was subsequently carried over to the 1992 National Adult Literacy Survey, in order that the adult

literacy findings remained comparable with the findings from the 1985 Young Adult Literacy Assessment.

The RP80 difficulty criterion was chosen not only because NAEP had been using this criterion at

the time of the 1985 survey, but also because the 1992 National Adult Literacy Survey rejected the IRT

model’s “difficulty parameter” as the point along the scale that should be used to differentiate success and

failure. The survey analysts rejected this measure because they believed that examinees with a 50 percent

chance of success (the probability associated with the “difficulty parameter”) have not demonstrated

sufficient mastery of that item. In order to have sufficient confidence that adults of a particular prose

proficiency were able to succeed with each task, the 1992 National Adult Literacy Survey adopted NAEP’s

80 percent response probability as a criterion. This convention was adopted in order to reduce the

proportion of false positives1 and to assure the accuracy of claims that examinees can meet the demands of

the underlying scale at the point at which the literacy task is associated with RP80.

However, during the intervening years between 1985 and 1992, NAEP changed its response

probability criterion from 80 percent to 65 percent. Eugene Johnson, the NAEP technical director,

described the reasons that NAEP adopted the RP65 convention in an internal ETS memo (1994):

� A “false positive” means that an examinee has a scale score above an item’s location, implying a positive prediction
of success on that item, but actually fails the item. A “false negative” means that an examinee has a scale score below
an item’s location, implying a negative prediction of failure on that item, but actually succeeds with the item.
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While the RP percentage of 65 is arbitrary, it was selected after careful consideration of the
purpose: describing students’ level of performance. A larger RP percentage, such as 80, would
result in higher item mapping points for all items. The result would be that smaller percentages of
student would exhibit performance consistent with each exercise. For example, in the 1992 writing
assessment, using a RP percentage of 65 resulted in most writing tasks having the highest score
category being mapped onto the scale well above the proficiency levels exhibited by the vast
majority of the assessed population of students. If an RP percentage of 80 had been used, this
would likely have been true for both of the two highest score categories. In contrast, a smaller RP
percentage, such as 50, would lower the mapping criteria to only a 50/50 chance that students at
the scale point could provide the responses of the quality described on the map. The RP value of
65 was selected as an intermediate value to describe students’ level of performance since it
corresponded to a reasonably high probability of success on the questions while better matching
the observed performance of the assessed population.

Johnson also pointed out in his memo that the public needs to be informed about the criterion level and to

understand that the skills ascribed to students are predicated on the degree of success selected.

During 1994 and 1995, NAEP’s Design and Analysis Committee reconsidered the appropriateness

of NAEP’s response probability convention. In 1995, NAEP adopted two related response probability

conventions: 74 percent for multiple-choice questions (to correct for the possibility of answering correctly

by guessing) and 65 percent for constructed response questions (where guessing is not a factor). Some

support for the dual conventions was provided by Huynh (1998) in a paper originally drafted for NAEP’s

Design and Analysis Committee. Huynh decomposed the item information into that provided by a correct

response and that provided by an incorrect response. Huynh showed that the item information provided by

a correct response to a constructed-response item is maximized at the point along the scale at which two-

thirds of the students get the question correct. (For multiple-choice questions, information is maximized at

the point at which 74 percent get the question correct). Correspondingly, the item information provided by

an incorrect response is maximized near the point along the scale at which one-third of the students get the

question wrong. It should be noted, however, that maximizing the item information, rather than the

information provided by a correct response, would imply an item mapping criterion closer to 50 percent.

While Huynh’s analyses were influential, NAEP’s dual response probability conventions (65 and

74 percent) were based, in part, on an intuitive judgment that they would provide the best picture of

reading skills for students at particular points on the reading scales. The National Adult Literacy Survey

staff also made an intuitive judgment, but a judgment that was more stringent. Other testing programs

continue to use the IRT model’s “difficulty parameter,” a less stringent standard, as the criterion for

locating items.

The principal uses of the response probability convention are for item mapping and scale

anchoring. The 1994 NAEP reading report, for example, provided an item map that graphically displays
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the relative difficulty of a select group of reading assessment items. The authors (Campbell, Donahue,

Reese, and Phillips, 1996) explained the meaning of their item map in the following terms:

Each reading question was mapped onto the NAEP literacy subscale based on students’
performance. The point on the subscale at which a question is positioned on the map represents the
subscale score attained by students who had a 65 percent probability of successfully answering the
question. Thus it can be said for each question and its corresponding subscale score—student with
proficiency scores above that point on the subscale have a greater than 65 percent chance of
successfully answering the question, while those below that point have a less than 65 percent
chance. (The probability was set at 74 percent for multiple-choice items.)

The first report from the 1992 National Adult Literacy Survey also presented an item map to aid in

the interpretation of each literacy scale (Figure 1, page 10). However, little interpretation was provided and

the report did not mention the response probability convention used to map the literacy tasks. The report

indicated only that this figure “describes some of the literacy tasks and indicates their scale values.” An

explanation like that above would also be applicable to the prose literacy scale, except that the probability

used was 80 percent rather than 65 percent, and the same value was used for all items, including multiple-

choice items.

In order to begin an exploration of the impact of the response probability convention on reporting

data from the 1992 National Adult Literacy Survey, new item maps were developed for comparison with

the item map in the initial survey report. Figure 14-4 displays item maps prepared using response

probability conventions of 80 percent, 65 percent, 50 percent, and 35 percent. The left column of Figure

14-4 displays the item map for the 1992 prose literacy scale, using the 80 percent criterion as published in

the initial report. Three additional columns in the figure display where the prose literacy tasks would be

located had the items been mapped at 65 percent, 50 percent, or 35 percent. The literacy tasks slide up or

down the proficiency scale, depending on the chosen value of the response probability criterion.
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Figure 14-4: Difficulty values of selected tasks along the prose literacy scale, mapped at four response
probability criteria: 1992 National Adult Literacy Survey
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NCES’s various programs for assessing the skills of children and of adults have set or changed their

response probability conventions for reasons unique to the needs of each study with no attempt to maintain

a common standard. As a result, the 1992 National Adult Literacy Survey is now left with a more stringent

standard for describing the skills of adults than that used to describe the skills of elementary and secondary

school children. The response probability convention plays a significant role in deciding how much ability

is needed to qualify as “able to do” some prose literacy task. It is not widely understood how this little-

noticed convention fundamentally affects the measurement of the proportions of adults that meet the

requirements of the various literacy levels. The next section describes how the response probability

convention plays a role in the descriptions of levels of prose literacy used in literacy assessment surveys.

14.3 LITERACY TASKS AND LITERACY LEVELS

The prose literacy tasks in the 1992 National Adult Literacy Survey were developed in order to simulate

the everyday literacy activities that people engage in when they use printed materials, and to require of

adults the same literacy skills that adults normally encounter in occupational, community, and home

settings. Each literacy task consisted of two parts: a selection of printed material, and a request to do

something that indicated the adult could use the information contained in that material. The degree of

literacy needed to successfully complete the assessment tasks is derived from three factors: 1) the format of

the printed material, 2) the content of the material, and 3) the nature of the request requiring use of the

material. The more difficult the literacy task, the higher the literacy skill needed to successfully complete

it. Analyzing the sources of the difficulty of literacy tasks helps to understand the nature of literacy skills.

As described in Chapter 13, Kirsch, Mosenthal, and Jungeblut developed a system for measuring

different aspects of the cognitive demands that literacy tasks place upon readers: type of match, plausibility

of distractors, abstractness of information, and readability of the text. The 41 prose literacy tasks in the

1992 National Adult Literacy Survey were scored. The resulting distribution of scores for each of the skill

and process demands were displayed previously in Tables 13-2, and 13-3.

As indicated in Tables 14-1 and 14-2, the most frequent scores on type of match were 3, 4, and 6,

with only six tasks in the two easiest categories. The most frequent score on plausibility of distractors was

a 2, with eight tasks having no distractors at all (score of 1). The most frequent score on abstractness of

information was a 4, with six tasks in the most concrete category (score of 1). The texts used ranged widely

in readability, with 4 tasks at grade levels 4 and 5, and 5 tasks at a grade level beyond high school (grade

12).
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Table 14-1. Distribution of predictor scores for 41 prose literacy tasks Table 14.2 Distribution of readability for 41
prose literacy tasks

Score
Type of Match Plausibility of

distractors
Abstractness of

information
Grade
Level

Readability
of text

Number of Tasks Number of Tasks
1 5 8 6 4 3
2 1 18 7 5 1
3 11 3 9 6 8
4 10 8 14 7 6
5 5 4 5 8 8
6 9 0 0 9 5

10 5
13 2
15 3

If much of the variability in task difficulty can be predicted by these skill and process requirements

of the cognitive tasks, then it becomes possible for these skill and process requirements to provide the

building blocks for general descriptions of the kinds of skills needed to score in the selected ranges along

the literacy scales that constitute the literacy levels. Describing the literacy levels in terms of general skills,

rather than specific tasks, is useful because the descriptions can convey the content of the literacy scales in

general, rather than how literacy skills are brought to bear on particular literacy tasks.

14.3.1 Predictive Factors and RP80 Task Difficulty

In the preceding chapter. Kirsch, Mosenthal, and Jungeblut used multiple regression to predict the

difficulty of the prose literacy tasks in the 1992 National Adult Literacy Survey on the basis of the skill and

process requirements of the cognitive tasks described above: type of match, plausibility of distractors,

abstractness of information, and readability of the prose text. Using the prose scale scores evaluated at an

80 percent response probability convention, Kirsch and Mosenthal obtained the following estimates of the

regression coefficients (R2 = .87):

RP80 = 28.9 TypMatch  +16.1 Distract  + 8.8 Abstract + .2 Readability + Constant

(3.4) std.err. (3.6) std.err. (4.2) std.err. (1.7) std.err.

This equation showed that while prose task difficulty was highly predictable by these four factors,

‘type of match’ had a large significant impact (more than 8 times its standard error); ‘plausibility of

distractors’ had a significant impact (more than 4 times its standard error); and ‘abstractness of

information’ also had a significant impact (more than 2 times its standard error). Readability of the text

was not an important factor in explaining task difficulty, after controlling for the other predictors.

The three authors divided the tasks into levels based on their observation of qualitative shifts in

these skill or process requirements of the cognitive tasks, which they had shown were associated with

increasing task difficulty. The RP80 criterion provided a method for locating the tasks on the literacy scale,

while the observation of qualitative shifts in cognitive requirements provided a method for grouping the
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tasks into five levels based on similarities in their demands. Both grouping the tasks on the basis of their

cognitive demands and locating the tasks on the scale on the basis of the RP80 criterion provided the basis

for choosing the boundaries between the five literacy levels. Kirsch, Jungeblut, and Mosenthal described

how they grouped the tasks on the basis of qualitative shifts in cognitive demands as follows:

…there appears to be an ordered set of information-processing skills and strategies that may get
called into play to accomplish the range of tasks represented by the three literacy domains.

…As tasks moved up the scales (i.e., became more difficult), the associated [scores on the three
factors] also increased. This relationship between [RP80] task difficulty and [scores on the three
factors] appeared to be quite systematic. That is, toward the bottom of each literacy scale the [score
on the three factors] of 1 was dominant, [scores] of 2 and 3 became more frequent as tasks move
up the Prose, Document, and Quantitative Scales, and toward the higher end [scores on the three
factors] of 4, 5 and higher became predominant. Although the patterns differed somewhat from
scale to scale reflecting differences in the [scores on the three factors], the points on the scale at
which major shifts in the processes and skills required for successful task performance were
remarkably similar.

To locate the tasks on the literacy scales, Kirsch, Jungeblut, and Mosenthal relied on the 80 percent

response probability criterion. The three authors observed several transition points (occurring at roughly 50

point intervals and beginning with 225 on each scale) at which the aggregate task demands shifted

upwards. They decided that using equal-interval cutpoints that were the same on each scale (225, 275, 325,

and 375) constituted a discretionary degree of rounding that was consistent with the accuracy of predicting

the RP80 difficulty of the tasks. They divided each scale into five levels that reflect both the 80 percent

response probability criterion and the progression of information-processing skills and strategies: Level 1

(0-225), Level 2 (226-275), Level 3 (276-325), Level 4 (326-375), and Level 5 (376 to 500).

Once the cut points between the levels were decided, Kirsch and Mosenthal wrote general

descriptions of the kinds of demands placed on readers by tasks in each of their five levels (Table 13-13).

The descriptions attempted to capture the various combinations of the three important predictors of

difficulty among typical tasks at each of the five literacy levels.

There are some minor problems with these descriptions. No description of the ‘abstractness of

information’ variable was included in the most well-known version of the level descriptions (the middle

column), even though it had a significant impact on task difficulty. In addition, the description of Level 1

includes an unwarranted term—“relatively short text”—that describes the readability of the prose stimulus,

a factor that their regression analysis showed was not essential to item difficulty when the other factors

were included. Nevertheless, the descriptions of literacy levels have served the purpose of providing a

general summary of the skills required to succeed (at the 80 percent level) on the literacy tasks included in

the 1992 National Adult Literacy Survey.
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14.3.2 Predictive Factors, Task Difficulty, and the Response Probability Convention

Kirsch, Mosenthal, and Jungeblut conducted all their analyses using task difficulty as measured at the

RP80 response probability convention, and then used their results to justify grouping the literacy tasks into

levels for summary desrcriptive purposes. In order to isolate the impact of the response probability

convention on reporting results from the 1992 National Adult Literacy Survey, it is necessary to perform

similar analyses, using other response probability conventions as a criterion for task difficulty. The new

analyses could then indicate whether the prior descriptions of literacy levels would remain appropriate

when other response probability conventions are used.

Table 14-3 shows estimates of the corresonding multiple regression coefficients using task

difficulty measured at the original 80 percent and fourteen alternative response probability conventions,

from 20 to 90 percent. For these regressions, the number of cases was expanded to 71 by including 30

additional prose literacy tasks that had been used in the 1991 study of the literacy of job-seekers (Kirsch,

Jungeblut, and Campbell, 1992).

The coefficients in Table 14-3 display several patterns that could not be seen in a single regression

with RP80 as an outcome. The coefficient of explained variance (R2) increases as the response probability

falls from RP90 to RP60, then decreases with lower response probabilities. At high response probability

levels, the importance of the ‘plausibility of distractors’ factor is greatest and readability is not a significant

factor. However, the importance of these two factors reverses at low response probability levels. At RP35

and below, the coefficient of ‘plausibility of distractors’ goes below twice its standard error and becomes

insignificant. At RP55 and below, the coefficient of readability becomes a significant factor in explaining

task difficulty. The increase in variance explained and the fact that readability becomes a significant factor

at lower RP criteria may suggest that there is potentially useful information to be captured in describing

literacy levels should a lower criterion be used for reporting.

The boundaries between the prose literacy levels were based on two factors:  a clustering of prose

tasks with similar cognitive demands and the locations of the literacy tasks on the scale based on the RP80

criterion. In order to isolate the impact of the response probability convention on reporting results from the

1992 National Adult Literacy Survey, it is necessary to find cut points between the levels that will group

the literacy tasks together on the same basis, with the same qualitative shifts in the cognitive demands of

the tasks, as measured by the four task variables that Kirsch, Mosenthal, and Jungeblut reported. Since the

item characteristic curves of the tasks are not parallel, some tasks change their ordering slighlty from one

response probability convention to another. It is not possible to divide exactly the same tasks into the exact

same five levels, just by changing the response probability criterion. It is possible, however, to use the

regression equations to derive alternative cut points between levels that would approximate the same
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grouping of prose literacy tasks by skill and process demands. The next section describes the process used

to derive alternative cutpoints that would ensure, to the maximum extent possible, that the alternative

cutpoints reflect only the influence of changing the response probability convention and not other, more

substantive considerations.

Table 14-3. Multiple regression coefficients, standard errors, and R-squares for regression equations predicting task difficulty measured
at selected response probability criteria for 71 prose literacy task from the 1992 National Adult Literacy Survey and the 1991 study of
the literacy of job-seekers.

Response
probability
criterion

Inter-
cept

Type of
match

(Std.
Error)

Plausibility
of

distractors
(Std.

Error)

Abstractness
of

information
(Std.

error)
Readability
of prose text

(Std.
error) R2

0.90 157.2 21.8 (3.4) 21.2 (3.7) 12.4 (4.1) 0.2 (1.9) 0.765
0.85 144.2 22.1 (3.1) 18.6 (3.3) 11.9 (3.7) 0.8 (1.7) 0.794
0.80 134.3 22.3 (2.8) 16.5 (3.0) 11.5 (3.4) 1.2 (1.6) 0.813
0.75 126.2 22.5 (2.6) 14.9 (2.8) 11.1 (3.2) 1.6 (1.5) 0.826
0.70 119.1 22.6 (2.5) 13.4 (2.7) 10.8 (3.0) 1.9 (1.4) 0.835
0.65 112.7 22.8 (2.4) 12.1 (2.6) 10.6 (2.9) 2.2 (1.4) 0.839
0.60 106.7 22.9 (2.4) 10.8 (2.6) 10.3 (2.9) 2.5 (1.4) 0.841
0.55 100.9 23.1 (2.4) 9.6 (2.6) 10.0 (2.8) 2.8 (1.3) 0.840
0.50 95.2 23.2 (2.4) 8.5 (2.6) 9.8 (2.8) 3.0 (1.3) 0.837
0.45 89.6 23.4 (2.4) 7.3 (2.6) 9.5 (2.9) 3.3 (1.4) 0.830
0.40 83.7 23.6 (2.5) 6.1 (2.6) 9.2 (2.9) 3.6 (1.4) 0.821
0.35 77.6 23.8 (2.5) 4.8 (2.7) 8.9 (3.0) 3.8 (1.4) 0.809
0.30 70.5 24.1 (2.7) 3.4 (2.9) 8.5 (3.2) 4.2 (1.5) 0.792
0.25 65.4 24.3 (2.8) 1.8 (3.0) 8.0 (3.4) 4.3 (1.6) 0.767
0.20 64.5 25.3 (3.1) -0.5 (3.4) 6.8 (3.8) 3.9 (1.8) 0.716

14.3.3 Alternative Cut Points between Literacy Levels

The goal of deriving alternative cut points between levels first requires developing a general method that

reproduces the existing RP80 cut points, then extending the method to other RP values. Since the cut

points are derived by grouping similar tasks together, developing sets of hypothetical tasks with difficulty-

related characteristics similar to those in the existing literacy levels appeared to be a workable approach.

Table 14-4 displays the values of a selected group of hypothetical tasks—about half a dozen for each level.

These are “literacy tasks” only in the sense that if real literacy tasks were developed that had the selected

values on the variables measuring cognitive demands and that showed the same relationship to task

difficulty as the 71 existing tasks used in the regression analyses, the sets of tasks in each level would

display the following properties:

� When used to predict the average RP80 task difficulty within each level for the set of hypothetical
tasks (using the RP80 equation in Table 14-3 and averaging the predicted values within each level),
the predicted averages would come to exactly the midpoints of each of the five existing literacy levels:
200, 250, 300, 350, and 400.

� When the scale distance between pairs of adjacent midpoints are divided in half, the results become the
existing RP80 cutpoints between levels: 225, 275, 325, and 375.
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� When the hypothetical items are used to predict average task difficulty within each level for alternative
response probability criteria, the scale distances between pairs of adjacent midpoints provide
alternative cut points between levels, based on the other response probability criteria.

The five sets of hypothetical literacy tasks, along with their scores on the values of the variables

affecting task difficulty for each of the hypothetical tasks are shown below in Table 14-5. The values of the

task variables were multiplied by the various sets of multiple regression coefficients (shown in Table 14-3)

associated with each response probability criterion and averaged within levels to produce new sets of

midpoints. The points on the scale half-way between the sets of midpoints provided alternative cut points

between levels, and are shown in Table 14-4.

Table 14-4. Alternative cut points between prose literacy levels, by response probability criteria: 1992
National Adult Literacy Survey

Between prose literacy levels
Response

probability
criterion

 1 and 2 2 and 3 3 and 4 4 and 5

RP90 250 302 355 408
RP85 236 287 338 389
RP80 225 275 325 375
RP75 216 266 315 364
RP70 209 258 305 354
RP65 202 250 297 345
RP60 195 243 289 336
RP55 189 237 282 328
RP50 183 230 274 320
RP45 177 223 267 312
RP40 171 217 260 303
RP35 164 210 252 295
RP30 157 202 243 285
RP25 150 194 234 275
RP20 142 185 223 261
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Table 14-5. Scores of hypothetical prose literacy tasks on four factors that predict difficulty.

Prose literacy levels Type of match
Plausibility of

distractors
Abstractness of

information
Readability in
grade levels

Level 1 1 1 1   4
1 1 1   5

1 1 1   6
1 1 2   6
1 1 2   5
1 1 3   4
1 2 1   5

Level 2 2 1 2   6
2 2 1   7
2 1 3   6
2 2 2   7
3 2 2   6
3 1 3   7
3 2 2   8
2 3 3   7

Level 3 3 3 2   7
3 3 2   8
4 2 3   7
4 2 3   8
4 3 3   8
4 3 3   9

Level 4 4 4 3   7
4 4 4   8
5 3 4   9
5 4 2   9
5 4 3   8
5 4 3   9
6 2 4 10

Level 5 4 5 5 13
6 4 3 10
5 5 4   8
6 3 5 10
6 4 5   9
7 4 4 10
6 5 5 13
7 5 4 10
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Table 14-4 shows how the alternative cut points change as a function of the response probability

criterion. Around 50 percent, each increase of five points in the response probability criterion moves the

cutpoints between literacy levels about 5 to 8 points higher on the prose literacy scale. Around 80 percent,

each increase of five points in the response probability criterion moves the cutpoints between literacy

levels about 12 to 14 points higher.

It is instructive to examine the alternative cut points between levels graphically, as well as

numerically. Figure 14-4 below plots both the item characteristic curves previously shown in Figure 14-3

and the alternative cut points between the literacy levels as a thick line (with a spline interpolation between

the points). Also displayed in this graph are numbers showing the four existing cutpoints along the RP80

horizontal gridline (225, 275, 325, and 375). Visual inspection of this graph leads to the conclusion that

Figure 14-4: Item characteristic curves of 34 prose literacy tasks and literacy level
cutpoints between the tasks: 1992 National Adult Literacy Survey.



WORKING PAPER

384

the majority of prose literacy tasks stay within the same level, regardless of the response probability value

used. As a result, the Kirsch-Mosenthal-Jungeblut descriptions of what tasks in Levels 1 through 5 require

of adults do not differ much by the response probability convention adopted, at least for criteria above

RP60. If a criterion below RP60 were used, the descriptions would have to be revised to add elements

relating to the readability of the text. If a criterion below RP40 were used, the descriptions would have to

be revised to remove elements relating to the plausibility of distractors.

The conclusions that on the one hand, the Kirsch-Mosenthal-Jungeblut descriptions of what tasks

in Levels 1 through 5 require of adults do not vary as a function of the response probability criterion, and

that on the other hand, the cut points between the levels change drastically, appear to be in conflict. The

process of setting alternative cut points has isolated the impact of the response probability convention on

setting boundaries between the literacy levels. The current descriptions of the literacy levels, which have

carried over into later reports from the International Adult Literacy Surveys, appear to lack a description of

the response probability criterion and an understanding of its significance.

The variation in the cut points between levels as a function of the response probablity convention

are quite large. To put the sensitivity to this factor in perspective, consider that if the 1992 National Adult

Literacy Survey were to adopt the NAEP convention for mapping items onto latent scales (65 percent), the

cut points between levels would have to move down by 23 to 28 points, which is about half the 50-point

width of a literacy level. The standard error, a measure that incorporates variability due to both statistical

sampling and measurement errors, for average prose literacy for the U.S. population as a whole was 0.7

points on the same literacy scale. The variation in the cut points as a function of the response probability

convention plays a significant role in estimating the distribution of the adult population over the five

literacy levels.

14.4 DISTRIBUTION OF ADULTS AMONG ALTERNATIVE LITERACY LEVELS

The initial report of the 1992 National Adult Literacy Survey found that 21 percent of the 191 million

adults in this country demonstrated skills in the lowest, and another 26 percent demonstrated skills in the

second lowest of five prose literacy levels, using the RP80 response probability The initial report explained

that most adults in Level 1 were able to perform simple, routine tasks involving brief and uncomplicated

texts and documents. For example, they were able to identify a piece of specific information in a brief

news article. Others in Level 1 attempted to perform the literacy tasks and were unsuccessful. There were

individuals who had such limited skills that they were able to complete only part of the survey (Kirsch,

Jungeblut, Jenkins, and Kolstad, 1993). Of those who scored in Level 1, 21 percent of adults did not

perform a single prose literacy task correctly (Table A.5P in Haigler, Harlow, O’Connor, and Campbell,

1994).
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Once the alternative cut points between the prose literacy levels were determined, it was possible

to estimate the proportion of U.S. adults who performed in each level under alternative choice of response

probability conventions. The results are shown in Table 14-6 below. Each row in Table 14-6 presents the

population distribution of adults across the five prose literacy levels. The rows differ only in the response

probability convention used to set the cut points between the levels. For response probability conventions

above 60 percent, the same general descriptions of literacy levels can be used. The only difference is the

proportion of time that adults have to be successful with equivalent tasks in order to be counted as “able to

do” such tasks.

Table 14-6. Percentages of U.S. adults within each level of prose literacy, defined by alternative response probability values: 1992

Level 1 Level 2 Level 3 Level 4 Level 5Response
probability Prcnt (st. err.) Prcnt (st. err.) Prcnt (st. err.) Prcnt (st. err.) Prcnt (st. err.)

90 32 (0.5) 33 (0.7) 27 (0.4) 8 (0.3) 1 (0.1)
85 25 (0.4) 30 (0.5) 31 (0.5) 13 (0.4) 2 (0.2)
80 20 (0.4) 27 (0.6) 32 (0.7) 18 (0.4) 3 (0.2)
75 17 (0.4) 24 (0.6) 32 (0.8) 21 (0.4) 6 (0.3)
70 15 (0.4) 21 (0.5) 31 (0.6) 24 (0.4) 9 (0.3)
65 13 (0.4) 19 (0.5) 30 (0.6) 26 (0.4) 12 (0.4)
60 12 (0.3) 17 (0.5) 28 (0.7) 28 (0.6) 16 (0.4)
55 10 (0.3) 15 (0.4) 26 (0.5) 29 (0.7) 20 (0.5)
50 9 (0.3) 13 (0.3) 24 (0.6) 30 (0.7) 24 (0.5)
45 9 (0.2) 11 (0.3) 22 (0.6) 29 (0.6) 29 (0.5)
40 8 (0.3) 10 (0.3) 20 (0.5) 29 (0.6) 34 (0.5)
35 7 (0.3) 8 (0.3) 18 (0.5) 27 (0.6) 40 (0.5)
30 6 (0.3) 7 (0.3) 15 (0.5) 25 (0.6) 46 (0.6)
25 6 (0.2) 6 (0.2) 13 (0.4) 23 (0.5) 53 (0.6)
20 5 (0.2) 5 (0.2) 10 (0.3) 19 (0.5) 62 (0.6)

Source: U.S. Department of Education, National Center for Education Statistics, National Adult Literacy Survey, 1992

If the 1992 National Adult Literacy Survey had reported the same results using the somewhat

lower RP65 response probability convention that is currently used in reporting the educational

achievement of our nation’s children in the National Assessment of Educational Progress, the report would

indicated that the two lowest levels included only 13 percent and 19 percent of the 191 million adults in

this country. If the 1992 National Adult Literacy Survey had reported the same results using 50 percent as

a criterion, the combined proportion in Levels 1 and 2 would be reduced to 22 percent. As the criterion

response probability is relaxed in Table 14-6, larger proportions of adults appear to be able to perform at

higher levels of prose literacy. The response probability convention makes the most difference at the upper

and lower ends of the scale (Levels 1 and 5). As the response probability convention drops from 80 to 50

percent, the proportion of the population in prose literacy Level 5 increases from 3 to 24 percent, a

substantively and statistically significant change.

A factor that has such a large impact on the results of the survey deserves a thorough

understanding of the issues and debate over the standard to be adopted. People concerned with measuring
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literacy accurately need to understand what the response probability convention is and why it matters to

reporting the results.

14.4 SELECTING AN APPROPRIATE RESPONSE PROBABILITY CONVENTION

These changes in the distribution across the five literacy levels do not mean that people have more or less

literacy skills than previously reported. The underlying skills of the population have not changed. What has

changed is the dividing line between those who are said to be “able to do” the prose literacy tasks and

those who are not.

The RP80 response probability criterion was adopted for the 1992 survey for several reasons. A

sister project at Educational Testing Service, the National Assessment of Educational Progress (NAEP)

had been using this criterion at the time of the 1985 Young Adult Literacy Assessment, and the results of

1992 survey were intended to be as comparable to the 1985 assessment as possible. Nevertheless, the

traditional argument for a high response probability convention is not satisfactory. The issue is unrelated to

the way the data were collected or the way the responses were scored, because the response probability

convention is used only during the analysis and reporting stage of the survey. Findings from earlier studies

could be reanalyzed using a different convention, yet retain comparability.

The National Adult Literacy Survey analysts rejected the IRT model’s “difficulty parameter” as

the point along the scale that should be used to differentiate success and failure because they believed that

examinees with a 50 percent chance of success (the marginal probability associated with the “difficulty

parameter”) have not demonstrated sufficient mastery of that item. The 80 percent criterion gave the survey

analysts sufficient confidence that adults at given points on the prose literacy scale were consistently able

to succeed with each task. This convention was adopted in order to reduce the proportion of false positives

 and to assure the accuracy of claims that examinees can meet the demands of the underlying scale at the

point at which the literacy task is associated with RP80. This value of the response probability criterion

ensured that when survey reports indicate that adults are able to do a particular task or a generic group of

tasks, the adults have mastered that task.

Unfortunately, the substantive argument for a high response probability convention is not very

fine-grained. Demonstrating task mastery requires only a response probability convention well above 50

percent, not a specific value. Other choices such as 70, 75, or 85 percent could satisify the logic of the

argument, yet would produce substantially different outcomes in terms of both the cut points between and

population distribution over the five levels. In addition, the cost of a high response probability convention

is an increase in the proportion of false negatives. Those that the scale predicts are unable to succeed with

literacy tasks have much more than a negligible probability of actually being able to succeed. Better
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justification is needed than has heretofore been forthcoming for retaining the 80 percent criterion in future

work.

The substantive logic of the mastery argument also contains within it the seeds of an alternative

perspective. Many users of adult literacy survey findings want to focus on the lack of facility with printed

and written material and to report on what adults can’t do. To be sure that adults are unable to perform the

literacy tasks, survey analysts might need to use a correspondingly low response probability criterion, such

as 20 percent. Such a criterion would assure that adults who do not reach these levels of consistency in

their responses have a very low chance of success with the tasks. Data users can be very sure that such a

group of adults does not have the skills in question. The argument for the 80 percent convention was that a

high criterion is needed to ensure mastery. A similar argument could be made that a 20 percent convention

is needed to ensure task failure. When the purpose of reporting is to discuss what students or adults “can’t

do,” there may be some value in reporting achievement according to a low response probability

convention. An alternative way to estimate the number of adults who did not have the skills to perform any

of the tasks in prose literacy Level 1 would be to compute the proportion of adults who failed to answer

correctly a single prose literacy task in the assessment, a number that turned out to be 8.2 million, or 4

percent of the adult population (See Table A.5P in Haigler, Harlow, O’Connor, and Campbell, 1994).

Table 14-6 shows that a similar proportion, 5 percent of the adult population, falls in Level 1 when the

response probability convention drops to 20 percent.

A large proportion of the population occupies a middle ground between those who are consistently

successful and those who are consistently unsuccessful with the assessment’s literacy tasks. Those who are

as likely to get a question right as to get it wrong have not mastered certain skills, but they are not

unskilled, either. Consider the population at the boundary between Level 1 and Level 2. Table 14-4

showed that a score of 225 was the minimum needed to ensure at least a 80 percent chance of success with

the tasks in Level 1, while the minimum needed to ensure at least a 20 percent percent chance of success

was 142. Table 14-6 shows 20 percent of adults score below 225, and 5 percent score below 142. The

difference between the two, 15 percent of adults, represents those for whom it remains uncertain either that

they will succeed or that they will fail with the tasks in Level 1.

Using item response theory as a statistical model provides an argument for mapping items at the

“difficulty parameter,” which is equivalent to 50 percent for nearly all the tasks in the 1992 National Adult

Literacy Survey. The main purpose of creating a scale rather than reporting success on particular items is to

focus on the common skills that all the items together require. The more the response probability criterion

deviates from 50 percent, the more weight is given to peripheral factors unrelated to the core skill

requirements that the items share in common (Kolstad, Cohen, Baldi, Chan, DeFur, and Angeles, 1998).
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Because the tasks used in the assessment are not perfect measures of literacy, there may be a

substantial proportion of adults in the middle range, who have neither fully mastered the literacy tasks nor

are completely unable to succeed with them. The value of a 50 percent response probability convention is

that it strikes an even balance between false positives and false negatives. With this criterion, one can have

the same degree of confidence in statements about what adults can’t do as in statements about what adults

can do. Mapping items in this way both provides a balance between false positive and false negative claims

about adult performance and minimizes the total misclassification error.

14.5 CONCLUSIONS

It should be reiterated that while varying the response probability convention would distribute the

population differently across the five levels of literacy, adults still have exactly the same literacy skills as

previously reported. The true literacy proficiencies of the population are unaffected by variations in the

way analysts interpret the data. What changes is the dividing line between those classified as “able to do”

the literacy tasks and those not classified as “able to do” the literacy tasks. The substantive argument for

the highest possible response probability convention was that maximum practical mastery is needed to

describe readers accurately as “able to do” the literacy tasks.

Several alternatives are possible. One would be to use a fixed “mastery” increment (set using

professional judgment) to the the IRT model’s “difficulty parameter” to satisfy the mastery criterion, rather

than a fixed, high response probability convention. The increment would ensure that examinees have a

sufficient likelihood of success, would put more weight on items that disciminate literacy better and less

weight on items that discriminate more poorly, and would highlight the judgmental basis of the item

mappings. Nevertheless, an imbalance between false positives and false negatives and inconsistencies with

the statistical model would remain. A second approach would be to use the IRT model’s “difficulty

parameter” for mapping, (roughly equivalent to a 50 percent criterion). This would provide a better balance

between false positives and false negatives, more consistency with other aspects of the IRT statistical

machinery, and equivalent weight on all items, regardless of their discriminating power.

Perhaps what is needed is a fresh approach to interpreting the findings, one that does not rely on

item mapping for interpreting the findings. Some have suggested interpreting scale scores in terms of the

expected percentage correct for a standard set of released items (a “market basket” approach), as a way of

escaping the arbitrariness of choosing a particular value for the mastery increment or the response

probability convention. Another alternative, one adopted by the National Assessment of Educational

Progress, is to use judgment-based standards for reporting. The National Assessement Governing Board’s

achievement level setting process, though it has been criticized, does not involve item mapping and would

provide a judgmental standard for how much literacy is sufficient, something that the public seems to want.
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the 1993 National Household Education Survey
(NHES:93)

Kathryn Chandler

97-03 (Feb.) 1991 and 1995 National Household Education Survey
Questionnaires: NHES:91 Screener, NHES:91 Adult
Education, NHES:95 Basic Screener, and NHES:95
Adult Education

Kathryn Chandler

97-04 (Feb.) Design, Data Collection, Monitoring, Interview
Administration Time, and Data Editing in the 1993
National Household Education Survey (NHES:93)

Kathryn Chandler

97-05 (Feb.) Unit and Item Response, Weighting, and Imputation
Procedures in the 1993 National Household Education
Survey (NHES:93)

Kathryn Chandler

97-06 (Feb.) Unit and Item Response, Weighting, and Imputation
Procedures in the 1995 National Household Education
Survey (NHES:95)

Kathryn Chandler

97-07 (Mar.) The Determinants of Per-Pupil Expenditures in
Private Elementary and Secondary Schools: An
Exploratory Analysis

Stephen
Broughman

97-08 (Mar.) Design, Data Collection, Interview Timing, and Data
Editing in the 1995 National Household Education
Survey

Kathryn Chandler
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97-09 (Apr.) Status of Data on Crime and Violence in Schools:
Final Report

Lee Hoffman

97-10 (Apr.) Report of Cognitive Research on the Public and
Private School Teacher Questionnaires for the Schools
and Staffing Survey 1993-94 School Year

Dan Kasprzyk

97-11 (Apr.) International Comparisons of Inservice Professional
Development

Dan Kasprzyk

97-12 (Apr.) Measuring School Reform: Recommendations for
Future SASS Data Collection

Mary Rollefson

97-13 (Apr.) Improving Data Quality in NCES: Database-to-Report
Process

Susan Ahmed

97-14 (Apr.) Optimal Choice of Periodicities for the Schools and
Staffing Survey: Modeling and Analysis

Steven Kaufman

97-15 (May) Customer Service Survey: Common Core of Data
Coordinators

Lee Hoffman

97-16 (May) International Education Expenditure Comparability
Study: Final Report, Volume I

Shelley Burns

97-17 (May) International Education Expenditure Comparability
Study: Final Report, Volume II, Quantitative Analysis
of Expenditure Comparability

Shelley Burns

97-18 (June) Improving the Mail Return Rates of SASS Surveys: A
Review of the Literature

Steven Kaufman

97-19 (June) National Household Education Survey of 1995: Adult
Education Course Coding Manual

Peter Stowe

97-20 (June) National Household Education Survey of 1995: Adult
Education Course Code Merge Files User’s Guide

Peter Stowe

97-21 (June) Statistics for Policymakers or Everything You Wanted
to Know About Statistics But Thought You Could
Never Understand

Susan Ahmed

97-22 (July) Collection of Private School Finance Data:
Development of a Questionnaire

Stephen
Broughman
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97-23 (July) Further Cognitive Research on the Schools and
Staffing Survey (SASS) Teacher Listing Form

Dan Kasprzyk

97-24 (Aug.) Formulating a Design for the ECLS: A Review of
Longitudinal Studies

Jerry West

97-25 (Aug.) 1996 National Household Education Survey
(NHES:96) Questionnaires:  Screener/Household and
Library, Parent and Family Involvement in Education
and Civic Involvement, Youth Civic Involvement, and
Adult Civic Involvement

Kathryn Chandler

97-26 (Oct.) Strategies for Improving Accuracy of Postsecondary
Faculty Lists

Linda Zimbler

97-27 (Oct.) Pilot Test of IPEDS Finance Survey Peter Stowe

97-28 (Oct.) Comparison of Estimates in the 1996 National
Household Education Survey

Kathryn Chandler

97-29 (Oct.) Can State Assessment Data be Used to Reduce State
NAEP Sample Sizes?

Steven Gorman

97-30 (Oct.) ACT’s NAEP Redesign Project: Assessment Design is
the Key to Useful and Stable Assessment Results

Steven Gorman

97-31 (Oct.) NAEP Reconfigured: An Integrated Redesign of the
National Assessment of Educational Progress

Steven Gorman

97-32 (Oct.) Innovative Solutions to Intractable Large Scale
Assessment (Problem 2: Background Questionnaires)

Steven Gorman

97-33 (Oct.) Adult Literacy: An International Perspective Marilyn Binkley

97-34 (Oct.) Comparison of Estimates from the 1993 National
Household Education Survey

Kathryn Chandler

97-35 (Oct.) Design, Data Collection, Interview Administration
Time, and Data Editing in the 1996 National
Household Education Survey

Kathryn Chandler

97-36 (Oct.) Measuring the Quality of Program Environments in
Head Start and Other Early Childhood Programs: A
Review and Recommendations for Future Research

Jerry West
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97-37 (Nov.) Optimal Rating Procedures and Methodology for
NAEP Open-ended Items

Steven Gorman

97-38 (Nov.) Reinterview Results for the Parent and Youth
Components of the 1996 National Household
Education Survey

Kathryn Chandler

97-39 (Nov.) Undercoverage Bias in Estimates of Characteristics of
Households and Adults in the 1996 National
Household Education Survey

Kathryn Chandler

97-40 (Nov.) Unit and Item Response Rates, Weighting, and
Imputation Procedures in the 1996 National
Household Education Survey

Kathryn Chandler

97-41 (Dec.) Selected Papers on the Schools and Staffing Survey:
Papers Presented at the 1997 Meeting of the American
Statistical Association

Steve Kaufman

97-42
(Jan. 1998)

Improving the Measurement of Staffing Resources at
the School Level:  The Development of
Recommendations for NCES for the Schools and
Staffing Survey (SASS)

Mary Rollefson

97-43 (Dec.) Measuring Inflation in Public School Costs William J. Fowler,
Jr.

97-44 (Dec.) Development of a SASS 1993-94 School-Level
Student Achievement Subfile:  Using State
Assessments and State NAEP, Feasibility Study

Michael Ross

98-01 (Jan.) Collection of Public School Expenditure Data:
Development of a Questionnaire

Stephen
Broughman

98-02 (Jan.) Response Variance in the 1993-94 Schools and
Staffing Survey: A Reinterview Report

Steven Kaufman

98-03 (Feb.) Adult Education in the 1990s: A Report on the 1991
National Household Education Survey

Peter Stowe

98-04 (Feb.) Geographic Variations in Public Schools’ Costs William J. Fowler,
Jr.
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98-05 (Mar.) SASS Documentation: 1993-94 SASS Student
Sampling Problems; Solutions for Determining the
Numerators for the SASS Private School (3B)
Second-Stage Factors

Steven Kaufman

98-06 (May) National Education Longitudinal Study of 1988
(NELS:88) Base Year through Second Follow-Up:
Final Methodology Report

Ralph Lee

98-07 (May) Decennial Census School District Project Planning
Report

Tai Phan

98-08 (July) The Redesign of the Schools and Staffing Survey for
1999-2000: A Position Paper

Dan Kasprzyk

98-09 (Aug.) High School Curriculum Structure: Effects on
Coursetaking and Achievement in Mathematics for
High School Graduates—An Examination of Data
from the National Education Longitudinal Study of
1988

Jeffrey Owings

98-10 (Aug.) Adult Education Participation Decisions and Barriers:
Review of Conceptual Frameworks and Empirical
Studies

Peter Stowe

98-11 (Aug.) Beginning Postsecondary Students Longitudinal Study
First Follow-up (BPS:96-98) Field Test Report

Aurora D’Amico

98-12 (Oct.) A Bootstrap Variance Estimator for Systematic PPS
Sampling

Steven Kaufman

98-13 (Oct.) Response Variance in the 1994-95 Teacher Follow-up
Survey

Steven Kaufman

98-14 (Oct.) Variance Estimation of Imputed Survey Data Steven Kaufman

98-15 (Oct.) Development of a Prototype System for Accessing
Linked NCES Data

Steven Kaufman

98-16 (Dec.) A Feasibility Study of Longitudinal Design for
Schools and Staffing Survey

Stephen
Broughman

98-17 (Dec.) Developing the National Assessment of Adult
Literacy: Recommendations from Stakeholders
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1999-01
(Jan.)

A Birth Cohort Study: Conceptual and Design
Considerations and Rationale

Jerry West

1999-02
(Feb.)

Tracking Secondary Use of the Schools and Staffing
Survey Data: Preliminary Results

Dan Kasprzyk

1999-03
(Feb.)

Evaluation of the 1996-97 Nonfiscal Common Core of
Data Surveys Data Collection, Processing, and Editing
Cycle

Beth Young

1999-04
(Feb.)

Measuring Teacher Qualifications Dan Kasprzyk

1999-05
(Mar.)

Procedures Guide for Transcript Studies Dawn Nelson

1999-06
(Mar.)

1998 Revision of the Secondary School Taxonomy Dawn Nelson

1999-07
(Apr.)

Collection of Resource and Expenditure Data on the
Schools and Staffing Survey

Stephen
Broughman

1999-08
(May)

Measuring Classroom Instructional Processes: Using
Survey and Case Study Fieldtest Results to Improve
Item Construction

Dan Kasprzyk

1999-09a
(May)

1992 National Adult Literacy Survey: An Overview Alex Sedlacek

1999-09b
(May)

1992 National Adult Literacy Survey: Sample Design Alex Sedlacek

1999-09c
(May)

1992 National Adult Literacy Survey: Weighting and
Population Estimates

Alex Sedlacek

1999-09d
(May)

1992 National Adult Literacy Survey: Development of
the Survey Instruments

Alex Sedlacek

1999-09e
(May)

1992 National Adult Literacy Survey: Scaling and
Proficiency Estimates

Alex Sedlacek

1999-09f
(May)

1992 National Adult Literacy Survey: Interpreting the
Adult Literacy Scales and Literacy Levels

Alex Sedlacek

1999-09g
(May)

1992 National Adult Literacy Survey: Literacy Levels
and the Response Probability Convention

Alex Sedlacek


